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Abstract 
 
The increasing influence of behavioral science in policy has been a hallmark of the past decade, 
but so has a crisis of confidence in the replicability of behavioral science findings. In this essay, 
we describe a nascent paradigm shift in behavioral intervention research—a heterogeneity 
revolution—that we believe these two historical trends have already set in motion. The emerging 
paradigm recognizes that the unscientific samples that currently dominate behavioral 
intervention research cannot produce reliable estimates of an intervention’s real-world impact. 
Similarly, unqualified references to an intervention’s “true effect” are rarely warranted. Rather, 
the variation in effect estimates across studies that defines the current replication crisis is to be 
expected, even in the absence of false positives, as long as heterogeneous effects are studied 
without a systematic approach to sampling. Finally, when studied effectively, heterogeneity in 
treatment effects can be harnessed to build more complete theories of causal mechanism that 
could provide nuanced and dependable guidance to policy-makers. We recommend investment in 
shared research infrastructure to make it feasible to study behavioral interventions in high-quality 
scientific samples. We also suggest low-cost steps individual researchers can take immediately to 
avoid being misled by heterogeneity and begin learning from it instead. 
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To Change the World, Behavioral Intervention Research Will Need to  
Get Serious About Heterogeneity 

 
Can behavioral science really change the world? The past decade has seen a surge in enthusiasm 
for the field’s potential to inform policy innovations and ameliorate persistent societal 
problems1–7. In response to this enthusiasm, governments, businesses, and non-governmental 
organizations around the world have launched behavioral science units to realize this potential 
6,8–11.  
 
Over the same period, however, the behavioral sciences have been rocked by a replicability crisis 
that has undermined confidence in the rigor of the field’s empirical methods and the reliability of 
its basic findings12–15. Policy-oriented behavioral science has been no exception. Early 
demonstrations showing the potential of behavioral interventions to produce policy victories7,16–
21 have often been followed by disappointing results in subsequent larger-scale evaluations22–27. 
This has raised serious questions about how much potential behavioral interventions really have 
to make meaningful contributions to societal well-being. Those questions are warranted, but not 
primarily for the reasons most in the field are focused on. 
 
The field’s response to the replication crisis has been concentrated almost exclusively on efforts 
to control Type-I error (i.e., prevent false-positive findings)28–32. Controlling Type-I error is 
important and the field’s recent reforms to do so have been needed. But the single-minded focus 
on this issue is distracting from, and may even be aggravating, more fundamental problems 
standing in the way of behavioral science’s potential to change the world: the overwhelming 
reliance on unscientific or “haphazard”33 samples and the narrow emphasis34, in behavioral 
intervention research, on discovering main effects. Without a major overhaul, we believe the 
field’s approach to hypothesis generation, hypothesis testing, and theory development will 
produce a perpetual cycle of promising initial findings that appear not to hold up at scale and 
therefore fail to have a meaningful impact in the world. 
 
The purpose of this essay is to describe a nascent scientific revolution35 building in parts of the 
behavioral science community. This revolution stems from an increasing appreciation of the 
importance of heterogeneity in treatment effects34,36–42. The fact that virtually all phenomena 
occur under certain conditions and not others is, in some ways, so widely appreciated as to be a 
scientific truism. It is a major reason, for example, why much scientific work is done in 
laboratories, where conditions can be carefully controlled to isolate and identify phenomena of 
interest. But, behavioral intervention researchers and policy experts alike have largely failed to 
recognize the far-reaching implications of heterogeneity for how they do their work.   
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Overview 

Here we explain why a heterogeneity revolution is needed and we characterize the coming 
paradigm shift35 we believe it has already triggered. This includes a presumption that 
intervention effects are likely to be context-dependent, skepticism of “silver bullet” interventions 
and unqualified claims about an intervention’s “true effect” that ignore heterogeneity, and an 
understanding that substantial variation in effect estimates across replications is to be expected 
even in the absence of Type-I error. We will also describe how this new paradigm is likely to 
change current practice in behavioral intervention research. Finally, we will explain why we 
believe the overarching effects of these changes will be dramatic advances in the development of 
causal theories and, by consequence, considerable improvements in the reliability and scalability 
of behavioral interventions.  
 
Importantly, our purpose is not to question the choices of individual researchers. We believe that, 
for the most part, researchers have made quite reasonable methodological choices given the 
options currently available to them. The problem we seek to highlight is a collective one. Serious 
flaws in our shared paradigm for thinking about behavioral interventions and the near-total 
absence of a research infrastructure that would make it feasible to study heterogeneous 
intervention effects scientifically have hampered progress. But paradigms can be changed. And 
infrastructure can be built that opens the door for a larger and more diverse group of scientists to 
do research with the potential for real impact. 
 
An instructive case: Opower 

The recent interest in heterogeneity stems in large part from the same phenomenon that sparked 
the replication crisis: the frequent failure of promising initial findings to be confirmed in 
subsequent evaluations. Recently, several investigators have shown, using a range of analytical 
approaches, that treatment effect heterogeneity is sufficient to explain much, maybe even most, 
of the inconsistency in behavioral science findings that has defined the replication crisis36–38,43.  
 
Research on a descriptive norms intervention to reduce household energy consumption17,22,44 
helps illustrate why this is true. The energy management company Opower provides utility 
customers with information about how their energy use compares with that of their neighbors. 
The first studies evaluating the effectiveness of Opower’s intervention found that energy use was 
reduced in treated households by an average of 2%, compared with randomly-assigned control 
households. Considering the low cost of this treatment, a 2% reduction is a meaningful 
improvement. In later evaluations, however, effects of the same intervention were found to be 
much smaller and not practically significant22.  
 
This inconsistency is very unlikely to be due to questionable research practices14,15,45 or Type-I 
error. The initial optimistic evaluation of the Opower intervention was based on a rigorous 
analysis of 17 separate field experiments with a combined sample of more than 588,000 
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households and was robust to independent analysis16. Rather, the weaker estimated effect in later 
evaluations can be explained by the different demographics of the communities included in the 
program as the intervention was scaled up22. The first communities to adopt the intervention (and 
therefore those included in the initial evaluation experiments) tended to be unusually progressive 
in their attitudes toward energy conservation and to be relatively prosperous, which meant larger 
homes with more and easier opportunities to eliminate inefficiencies in energy use (e.g., heated 
swimming pools)22. This was, of course, a reasonable setting to conduct initial studies. But, as 
the program expanded and was evaluated in a broader range of communities, many of which 
were lower-income and less likely to hold strong environmentalist attitudes, the estimate of the 
average treatment effect became less impressive22.  Importantly, the appropriate conclusion from 
these studies is not that Opower’s effect is inherently unreliable or that early enthusiasm about its 
promise as a policy tool was misguided. Like most interventions, the Opower treatment appears 
to have heterogeneous effects—it is more effective in some contexts and populations than it is in 
others. 
 
This example is useful, in part, because there were ample data available about the characteristics 
of the various Opower test sites, which could be used to make sense of the heterogeneity in 
treatment effects22. But this is not typical. The overwhelming majority of behavioral intervention 
experiments rely on unscientific samples—convenient and willing institutional partners, 
anonymous crowdsourced online participants, or university participant pools. The characteristics 
of these samples or their contexts are rarely measured in ways that could shed light on what 
populations or settings results are likely to generalize to. Without a repeatable scientific process, 
such as random or purposive sampling from a defined population, investigators cannot know 
what conditions are necessary for an observed effect to manifest, because they do not know what 
conditions were present when they discovered it in the first place. 
 
This inattentiveness to sampling is a natural consequence of the overly-simplistic main-effect 
thinking that dominates the field. Behavioral intervention researchers rarely even ask whether 
their effects are moderated, presumably because moderation is not valued in behavioral 
intervention research34,42. The implicit presumption seems to be that, if it’s a “real” effect, it 
should hold across contexts and sub-groups26,46,47. It is common to ask “does it work?” or “is it 
real?” and to see moderation as a hedge or a flaw—“it only works in X group or under Y 
conditions”47,48. But a large and growing body of evidence indicates that this main-effect way of 
thinking does not fit the world we live in36,38,41,43,49,50. 
 
Heterogeneity can be leveraged to build better theories 

In addition to helping dispel the confusion and uncertainty caused by unexplained variation in 
research results, the heterogeneity revolution will help behavioral scientists gain important new 
insights into the causal mechanisms underlying intervention effects. Indeed, identifying the 
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moderators of experimental effects can be a powerful tool for identifying causal mechanisms51–53 
and its value can be harnessed at multiple stages of the theory building process.  
 
For example, the finding that the Opower program appears to be more effective in wealthier 
communities with relatively progressive environmental attitudes22 suggests some interesting 
hypotheses about how that intervention might work. It might be that descriptive norm 
information has its effect on energy use by activating people’s concern about whether they are 
living up to values they already hold rather than by persuading people who do not care about 
energy conservation that they should. Alternatively (or, in addition), it might be that descriptive 
norms foster only moderately strong motivation—enough to drive people to make small 
sacrifices (like a wealthy household heating their swimming pool less often) but not large ones 
(like a working class household replacing old appliances with energy efficient ones). These kinds 
of hypotheses can then be tested directly in subsequent studies. That is, as theories become more 
developed and investigators seek to test specific hypotheses about causal processes, 
heterogeneity in treatment effects can often be experimentally induced or eliminated (where 
appropriate) using precise experimental manipulations of a hypothesized mediating variable, 
orthogonal to the main intervention manipulation.  
 
This moderation approach allows investigators to generate strong evidence of a causal process by 
showing that a treatment effect is weakened or eliminated when the hypothesized mediating 
process is blocked or “turned off.” The logic here is the same, for example, as that behind the use 
of transcranial magnetic stimulation, and related techniques, to temporarily (and harmlessly) 
attenuate or intensify neural activity in specific brain structures in order to elucidate their causal 
role in a given cognitive or social function54–56. 
 
Rich, well-specified causal theories are often thought of as the exclusive province of “basic” 
research but they are equally important for scientists who seek to inform policy. When 
behavioral scientists have a clearer, more complete understanding of how interventions work, 
they will be in a much stronger position to offer nuanced, well-founded guidance to policy-
makers and others who can implement their ideas in practice. 
 
Of course, the broader behavioral science community is no stranger to heterogeneity in treatment 
effects. The field includes large and diverse literatures documenting the ways in which social 
identity, culture, or life circumstances, for instance, can cause people to understand and respond 
to identical stimuli in very different ways57–64. And the 2 by 2 experiment has long been a staple 
of basic laboratory research in social psychology65. These (and other) theoretical models provide 
a basis for predicting, understanding, and harnessing the probative power of the heterogeneous 
effects in behavioral intervention research. 
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But, even in these literatures, the reliance on haphazard samples (e.g., comparing convenience 
samples from the West to convenience samples from the East) hobbles researchers’ ability to 
effectively harness the power of heterogeneity for theory building. To generalize to a subgroup 
in general, scientific methods to sample those subgroups (e.g., random sampling) are needed. 
Indeed, there is evidence from recent replication studies to suggest that moderation results 
replicate less reliably than main effects50,66, a predictable consequence of studying group 
moderation with unrepresentative, unscientific samples. The nascent heterogeneity revolution 
will build on the strengths of existing research traditions that take heterogeneity seriously by 
complementing them with gold-standard sampling methods to ensure that findings are robust, 
replicable, and generalizable. 
 
The coming heterogeneity revolution 

What if instead of treating variation in intervention effects as a nuisance or a qualification on the 
impressiveness of an intervention, we assumed that intervention effects should vary across 
contexts? How would we design the research pipeline differently if we took seriously the 
challenge of using heterogeneity as a tool for building more complete theories and producing 
more robust and predictable effects across contexts at the end of the line?  
 
This is exactly the question some have begun to ask34,42,67–71. This emerging paradigm takes the 
field’s important efforts to reduce Type-I error14 as a starting point rather than as an end point. 
Statisticians are developing new methods, including readily available, off-the-shelf software that 
can be used to detect and understand heterogeneous causal effects while minimizing false 
discoveries72–75. And scholars are moving toward a different kind of data collection—one that 
includes the careful conceptualization and measurement of potential moderators and that tests 
hypotheses in generalizable samples (e.g. participants randomly selected from the population at 
large or from defined subgroups of interest)76.  
 
These scholars are thinking in increasingly sophisticated ways about different sources of 
heterogeneity in findings across replications. Some sources are related to the materials or 
experimental procedures36. These, in particular, have attracted a great deal of attention in debates 
about replicability36,77. The focus on such procedural factors is an important first step; it helps 
make clear that there is a need for more careful piloting, assessment of manipulation checks, and 
specificity about the procedural details that produced an original finding41,77. Once we have 
clarity about procedural questions, we can turn our attention to more theoretically meaty sources 
of heterogeneity that come later in the causal chain between a behavioral intervention and the 
real-world outcomes it aims to influence. A key feature that distinguishes behavioral 
interventions from more basic behavioral science research is that their effects play out in the 
diverse contexts of people’s real lives rather than abstracting away from the messy realities of 
everyday life, as more basic research often does. As the Opower example22 illustrates, variation 
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in people’s life circumstances may be an especially important cause of heterogeneity in 
intervention effects (see Table 1).* 
 
A second instructive case: The National Study of Learning Mindsets 

One study inspired by this emerging paradigm is the National Study of Learning Mindsets 
(NSLM)49. The NSLM showed that a short, online growth mindset intervention—which taught 
students that people’s intelligence can be developed—could improve lower-achieving students’ 
high school grades and increase advanced math course-taking overall, even months later. The 
study was conducted in a national probability sample of U.S. public schools, allowing for strong 
claims of generalizability. Because the growth mindset intervention is short and administered 
online, it is highly cost-effective79. Therefore, the NSLM produced exactly the kind of result that, 
under the old paradigm, might have resulted in calls for universal scale-up.  
 
And yet the NSLM was not designed merely to show large average effects. It took a disciplined 
approach to learning about treatment effect heterogeneity in order to learn about the theoretical 
mechanism behind its effects. For instance, the NSLM over-sampled schools that were expected 
to have weaker effects (i.e., very low-achieving schools that were presumed to lack the resources 
to benefit from a simple motivational treatment, and very high-achieving schools that may not 
need an intervention). This gave the study sufficient statistical power to test for interactions. The 
NSLM also included a novel measure of another hypothesized contextual moderator—whether 
school norms supported or undermined a growth mindset—and, in a pre-registered analysis, 
found that the intervention was effective in schools with supportive norms but not in schools 
with unsupportive norms. 
 
The NSLM shows that even a study with an overall positive replication effect in a representative 
sample can be heterogeneous in ways that reveal a more nuanced (and realistic) picture of effect 
sizes to policymakers. This heterogeneity also afforded critical new insights about how to create 
conditions that could yield more widespread effects in the future (e.g., by combining the growth 
mindset intervention with a treatment aimed at shifting norms by targeting a school’s most 
socially-influential students80). In sum, rather than simply concluding that “replications” failed in 
certain settings or sub-samples (and that this undermines the credibility of the underlying 
phenomenon), researchers can seek to capitalize productively on different findings in different 
contexts by treating such variability as informative and using it to generate new, testable 

 
* We do not take a strong position on whether unscientific samples pose as serious a threat to the generalizability of 
results in more basic behavioral science research. Multiple studies find evidence that heterogeneity in treatment 
effects is also an important cause of inconsistency in results across studies in basic behavioral science research36,38,50 
but there is some evidence that unscientific samples can be a reasonable proxy for scientific ones in basic behavioral 
science research that abstracts away from many contextual factors78. Consistent with this, Yeager and colleagues49 
found that a classroom growth-mindset intervention had relatively homogeneous effects on participants’ self-
reported mindsets immediately following the treatment but effects on grades and course-taking, which unfolded in 
different real-life contexts over the ensuing months differed substantially as a function of contextual realities in the 
schools. 
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hypotheses. Of course, the integrity of this approach depends on taking careful measures to avoid 
over-interpreting chance variation (e.g., pre-registered analysis plans, careful control on multiple 
hypothesis tests). 
 
The current paradigm vs. the emerging one: What does it mean to take heterogeneity 
seriously? 

Beyond the Opower and NSLM examples, what does a heterogeneity revolution mean for how 
research is conducted and interpreted? Below, we provide a hypothetical example to show why 
researchers can be misled when they encounter heterogeneity ad hoc rather than systematically. 
In Figure 1, we illustrate four hypothetical experiments evaluating the same intervention in 
different samples. Each dot in the figure represents the theoretical treatment effect for an 
individual person†. The boxes represent the slice of the population sampled in a given 
experiment.  
 

 
Figure 1. Relation of the study population to a hypothetical study’s estimated treatment effect 
(average of dots within a dark box), across four hypothetical studies.  
 
Note how, as the sample varies from experiment to experiment, from left to right, so too does the 
sample’s average treatment effect (ATE). In Panel A, the ATE is very large. This could represent 
a first experiment, conducted under optimal conditions, that overestimates the overall average 
effect. In Panel C, which samples unintentionally from a different segment of population, the 
ATE is approximately 0. This could represent a replication experiment that, under the current 
paradigm would be interpreted as a “failure to replicate.” Since the experiment in Panel C has a 
larger sample size than that in Panel A, the latter might be accorded greater credibility, leading to 
the conclusion that the initial study was a “false positive.”  
 
What if a study were conducted in a representative sample of the full population (Panel D)? The 
estimate of the ATE would be roughly 0.07 standard deviations, which might be judged too 
small to be of interest unless implementation cost were low or the outcome in question were 

 
† This individual-level treatment effect is theoretical because the treatment effect for an individual cannot be 
observed directly. This would require that we observe how each person responds in both the treatment and the 
control condition. This is known as the “fundamental problem of causal inference”81. 
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highly valued. But interpreting this result only in terms of the main effect would miss the fact 
that there is a real and sizeable segment of the population for whom the average effect is quite 
large and perhaps more clearly important from a policy perspective. So, while this intervention 
may not be relevant in all contexts for all people, it is effective for over half of the population. If 
that half of the population is vulnerable in some way (e.g., if it is a group that typically 
underperforms relative to others, or if it is possible to experimentally re-create the conditions 
necessary for the intervention to be effective in sub-groups it is not naturally effective in), then a 
predictably heterogeneous intervention can make an important contribution to policy aims. 
 
The hypothetical example depicted in Figure 1 illustrates three key lessons that we expect will 
characterize the emerging paradigm:   
 

1. Intervention effects are expected to be context-dependent. Under the currently 
predominant paradigm, intervention experiments are designed primarily to assess average 
effects—to support unqualified claims about “the true effect”30 of a treatment: “Did it 
work?” “How big and noteworthy was the effect?” If we begin, however, with the 
assumption that intervention effects vary, then it becomes clear that the average effect is 
just that—an average. We should question how solid theories can really be when they are 
based on average effects in samples of largely unknown composition. Under the 
emerging paradigm, unqualified statements about “the true effect” of an intervention are 
avoided. Instead we ask: “For whom, and under what conditions, does an effect appear, 
and why?” “Was my sample constructed in a way that justifies confidence in the answers 
to these questions?” 
 

2. “Silver bullet” interventions that ignore heterogeneity are viewed with skepticism. 
Under the current paradigm, researchers tend to value interventions with broad and 
universal effects and grow skeptical when strong effects are (inevitably) later not 
replicated or replicated “only” within a subgroup. But researchers operating under the 
emerging paradigm who identify replicable subgroup effects will possess a deeper 
understanding of the interventions’ causal mechanisms. This understanding will 
eventually allow us to re-create effects more reliably in a range of contexts and 
populations. The emerging heterogeneity paradigm encourages skepticism for effects that 
lack reliable subgroup effects, and tends to give greater credence to interventions with 
known and well-described boundary conditions.  
 

3. Variation in effects across replications is not automatically attributed to 
questionable research practices in original research. The current way of thinking often 
assumes that original investigators obtain upwardly-biased effect estimates by engaging 
in questionable research practices. But the emerging way of thinking expects average 
effects to often be smaller in later-conducted studies even in the absence of Type-I error. 
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This is because researchers will tend to conduct initial studies in samples and contexts 
that are optimized for effects to emerge (e.g., Fig. 1, Panel A). Because new hypotheses 
are often based heavily on intuitive thinking, original investigators may select optimal 
conditions for large effects based on implicit reasoning they have not yet articulated even 
in their own minds. As subsequent studies are conducted in more generalizable samples 
and more varied contexts, main effects should typically be smaller (e.g., Fig. 1, Panels B-
D). Such variation need not indicate a lack of methodological rigor in early studies; often, 
it can reflect the natural creative process of generating and testing new hypotheses. And 
the heterogeneity that is discovered as additional studies are conducted often produces 
revelations that can lead to new hypotheses about boundary conditions and, ultimately, to 
a deeper understanding of causal mechanisms. 

 
Implications of the emerging paradigm for research practices 
 
In order to take advantage of the opportunity for causal theory development that is afforded by 
heterogeneity, we recommend four main revisions to the way intervention experiments are 
designed and analyzed: 
 

1. Claims about the real-world impact of interventions should be withheld until they 
have been studied in scientific samples. Identifying willing institutional partners for 
intervention research is already a big challenge. We are not suggesting that researchers 
should stop taking advantage of opportunities to test hypotheses in field settings as they 
arise. Rather, we are arguing that such opportunistic sampling, as it is typically employed 
currently, does not provide a reliable basis for claims about real-world impact. At a 
minimum, researchers should make a serious effort to measure the characteristics of their 
samples and research contexts and then limit any claims of generalizability based on 
those measures. Ideally, claims about real-world impact would come only after careful 
examination of the potential sources of heterogeneity in intervention effects. To build a 
body of evidence that could reliably support claims about real-world impact, study 
designers should ask “What population is this intervention targeted to?”; “What factors 
might cause the intervention’s effects to vary?” (see Table 1). Whether a study is 
designed to estimate the average effect of an intervention in a defined population or to 
test hypotheses about variation in effects across moderators, these populations and 
moderators should be defined a priori and used to inform study design (e.g. through 
stratified sampling with moderator subgroups).  

 
2. Where possible, studies should be powered specifically for moderation tests. It is 

now standard practice to think carefully about statistical power in designing experiments. 
But, experimenters typically focus only on the average treatment effect in thinking about 
what power they need. This approach should be extended to allow for well-powered 
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comparisons of effects in different subgroups (i.e., interactions). In addition to ensuring 
one has an adequate (and generalizable) sample from subgroups expected to show large 
effects, this can mean intentionally oversampling subgroups expected to show small or 
null effects34,49. Importantly, designing a study with power for tests of moderation is not 
as simple as ensuring one has a large sample. The common recommendation to focus on 
overall sample size is based on the assumption that differences in average effect sizes 
between sub-groups would be smaller than the corresponding main effects82. However, in 
many study designs, power for interactions can be greater than power for the average 
effect83. We note that, when practical constraints make it unfeasible to power studies to 
detect heterogeneity in a single study, heterogeneous effects can be identified over 
sequential studies instead: As promising programs are scaled to new sites, selection of 
new test sites and populations can be informed by hypotheses about heterogeneity.  

 
3. Moderators should be pre-specified and measured well, even in initial studies.  In 

current practice, moderation tests, in individual studies and in meta-analyses, are often ad 
hoc and statistically unjustified, leading to valid concerns about p-hacking. We 
categorically are not advocating that researchers engage in unplanned hunts for 
moderators. Rather, we acknowledge that, as researchers begin to study heterogeneity 
more, it may be even more important that they adhere rigorously to recommended 
procedures for controlling Type-I error15: hypothesized moderators should be based on 
theory and tests of them should follow disciplined pre-analysis plans. This approach is 
illustrated by experiments such as the NSLM. Often this will mean going beyond the 
typical candidate sources of moderation, such as geography or demographics. Although 
easy to measure, these variables are probably only weak proxies for the latent variables 
that truly moderate most causal effects.  
 
The careful thinking required to identify and measure hypothesized sources of causal 
moderation will have the added advantage of pushing researchers to think more precisely 
about their causal theories. Moreover, original investigators can make important indirect 
contributions to the discovery of causal process simply by measuring potential moderator 
variables, even when their samples are expected to be mostly homogeneous on the 
dimensions in question. By measuring such variables, original investigators make it 
possible to test theoretically-relevant moderators later, using meta-regression84. If this 
practice became common, it would be a major improvement over the status quo. 
Currently, meta-analyses that aim to explain variation in effects can rarely access 
theoretically-precise measures of hypothesized moderators. (Of course, it is at least as 
important for meta-analysts to pre-register their moderation analyses as it is for original 
investigators to do so.) 
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4. Measured moderators should be analyzed using rigorous new methods for making 
causal inferences from observational data. The analysis of average treatment effects in 
experiments is simple and straight-forward, thanks to random assignment. In contrast, 
analyses of heterogeneity usually rely on population or context variables that are 
measured rather than manipulated, which introduces the same difficulties for causal 
inference that affect all correlational studies. The behavioral sciences have many tools for 
making causal inferences about main effects (the X causes Y case) in observational data85, 
but these are almost never applied in testing moderation effects (the M moderates the 
effect of X on Y case). New machine-learning methods show strong promise for 
identifying sources of heterogeneity in causal effects using observational moderator 
data73,74,86. These methods are widely available, relatively easy to implement, and should 
be adopted for the study of heterogeneous intervention effects. 

 
Collective action is needed for our system of science to fully embrace heterogeneity 
 
Many of the underlying methodological points we raise here have been made before, in some 
form34,36,42,71,75,87,88. So, why have the above recommendations not already become common 
practice?  
 
One possibility is that the logistical demands of research that takes heterogeneity seriously—
most notably the need for scientific samples—are simply too formidable for individual scholars 
to take on by themselves. With the research infrastructure currently available to investigators, 
even a brief survey experiment in a probability sample can easily cost thousands of dollars. An 
intervention experiment that goes beyond online self-reports to look at behavior or real-life 
outcomes in a high-quality scientific sample is typically much more expensive even than that. 
But the field does not have to pay these costs for each individual project. As growing numbers of 
behavioral intervention researchers begin to appreciate the perils of ignoring heterogeneity and 
the enormous gains in theoretical discovery and research replicability that can be realized by 
harnessing it, opportunities to build shared infrastructure will emerge. 
 
In other fields, “team science” and shared infrastructure have helped solve daunting collective 
problems. In physics, for example, when it became clear that many fundamental open questions 
could not be answered without a massively-expensive giant particle accelerator, the field did not 
decide simply to answer less important questions. They pooled resources and raised the funds 
needed to build the Large Hadron Collider, which researchers then shared to pursue answers to 
the questions that mattered89. Field-altering results followed soon after90.  
 
In the behavioral sciences, one example of what such a shared infrastructure might look like is 
the NSF-funded Time-sharing Experiments in the Social Sciences (TESS), allowing researchers 
to conduct online experiments in a professionally-managed nationally-representative panel of 
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U.S. adults23. Proposed experiments are peer-reviewed and, if approved, investigators provide 
experimental materials and, within a few weeks, receive data from a generalizable sample. High-
quality measures of a large number of potential moderator variables are available and, critically, 
researchers using TESS can specify the kinds populations they wish to generalize to and design 
their experiments with those populations in mind. Although TESS is a bright spot, it is not 
enough. Behavioral science research cannot deliver on its potential to make a positive impact on 
the world if it is limited to brief online experiments. Comparable infrastructure that could 
support behavioral intervention research will need to overcome additional challenges. Major new 
investment is needed to support interdisciplinary teams of scientists with diverse expertise, 
ranging from the psychology that shapes motivation and decisions to the subtleties of contextual 
effects to the technical nuances of causal inference91. Such infrastructure, for instance, should 
include standing panels of research participants in populations relevant to the policy domains 
research aims to contribute to (e.g., students, teachers, managers, employees, demographic 
groups that are underrepresented in higher-education, the voting electorate, and high-paying 
professions), access to administrative data on important policy outcomes, and standing 
relationships with a wide range of partner organizations willing to collaborate on research.  
 
One recent effort to build shared research infrastructure for behavioral interventions illustrate 
that such collective efforts are feasible. The Character Lab Research Network (CLRN)92 has built 
a large standing panel of K-12 schools for intervention research and collects data about important 
population characteristics that could moderate effects. Like TESS, CLRN considers proposals for 
intervention studies and approved proposals are implemented. CLRN even makes it possible for 
investigators to pilot test, obtain qualitative feedback from students at the relevant schools, and 
adjust new intervention materials before launching fully-powered studies. Although CLRN does 
not yet include a scientific sample of sites, it could in the future. (For another recent example of 
team science that could be harnessed to study heterogeneity more seriously, see the Behavior 
Change for Good Initiative93.) 
 
What individual researchers can start doing immediately 

The gold standard for behavioral intervention research that takes heterogeneity seriously is the 
use of probability samples. But, it will likely be some time before the field can build a robust 
enough infrastructure to make such samples available to most researchers. Fortunately, several of 
the recommendations we have included here are can be adopted right away by individual 
researchers at low cost. First, even studies conducted in convenience samples can be useful for 
understanding heterogeneity over time if researchers make an effort to measure the 
characteristics of their samples and intervention sites that theory suggests might moderate the 
intervention’s effect. The value of this measurement is enhanced, moreover, if researchers are 
deliberate about selecting sites or samples for follow-up studies that differ in theoretically-
relevant ways from the ones included in previously studies. In some cases, available methods and 
online tools can guide researchers in selecting sites sequentially in ways that maximize their 
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value for understanding heterogeneity [NEED CITATION TO BETH’S WEBSITE]. Second, 
unqualified references to “the effect” or “the true effect” of an intervention reinforce the hetero-
naïve way of thinking and should be avoided. Instead, effects should be described with reference 
to the characteristics of the samples and contexts they have been studied in. In sum, any steps 
researchers can take to think more systematically about sampling and define the population 
groups and contexts their samples are most likely to generalize to will help move our field in the 
right direction. 
 
Conclusion 

What is at stake in the heterogeneity revolution? Nothing less than the credibility and utility of 
our field’s scientific advances. For example, an influential and widely-cited recent analysis of the 
cost-effectiveness of policy nudges3 provides a striking illustration of how an exclusive focus on 
average effects can lead researchers astray. The analysis compares the cost-effectiveness of 
selected nudges to that of more conventional policy interventions (e.g., financial incentives). The 
authors conclude that nudges are often dramatically more cost-effective than conventional policy 
tools and recommend that governments increase investment in behaviorally-informed policies. 
We suspect this conclusion is probably right, but it is not supported by the data the analysis is 
based on. The analysis treats the observed average effects in unscientific samples as meaningful 
estimates of the average effects that six behavioral interventions would have in the U.S. 
population as a whole. One of those six is the Opower program—and the estimated population-
wide effect is the 2-percent effect observed in the initial studies16, which was later revealed to be 
at least double the effect in a larger sample that is more typical of the country as a whole22. In 
fact, there is already evidence that two of the six effect size estimates included in the cost-benefit 
analysis are substantial overestimates of the average effects in the population overall20,22. We see 
little reason to expect that the other four nudges included in the analysis are likely to be any less 
heterogeneous or that the published estimates of their cost-effectiveness in the population as a 
whole are any more accurate.  
 
To be clear, we believe the two moderated interventions we just alluded to16,20,22 have enormous 
potential as policy tools. Evidence that they have modest average effects in the general 
population does not mean they are not valuable. We also agree that governments should invest 
more in behavioral interventions. But a substantial portion of that investment should be used to 
build infrastructure that supports the kind of research that could provide a more solid basis for 
policy recommendations. We must expect, study, and capitalize on the heterogeneity that 
characterizes most effects in science. Done correctly, tests of heterogeneity afford the richer 
theoretical understanding that is needed to improve interventions over time and make them 
effective for the diverse gamut of populations and contexts policy must address. 
 
We believe such infrastructure will also help the field move past contentious debates about 
replicability. Those who have pointed out the need to eliminate research practices that inflate 
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Type-I error rates15,94 have done a great service to our field, and the replication crisis they helped 
define is warranted. But, the real scientific revolution this crisis will produce has not yet arrived. 
Avoiding false positives is a critical first step but it is not enough to bring about the 
“renaissance”14 or “credibility revolution”45 that we agree is desperately needed.  
 
What makes us so confident that a heterogeneity revolution is coming? Scientific revolutions 
come when it becomes clear that a field’s existing paradigm cannot explain its empirical 
findings35. We predict that larger samples and pre-registration, on their own, will not 
meaningfully ameliorate the inconsistency of intervention effects across studies, and the field 
will eventually be forced to look deeper for an answer to this problem. We believe they will find 
it in the work of those who are already beginning to study heterogeneity more systematically. 
Our hope and expectation is that this will ultimately lead to a more robust and generalizable 
science of human behavior that allows our field to finally deliver on its promise to change the 
world. 
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